
Effect of Stage Training for Long-Tailed Multi-Label Image Classification

OVERVIEW
Focus: 
Multi-stage training approach for image classification in the ICCV CVAMD 2023 

Shared Task CXR-LT: Multi-Label Long-Tailed Classification on Chest X-Rays.
Stage Training:
Adjusting input image size and batch size at each training stage.
• First stage: Smaller image size, larger batch size.
• Second stage: Increased image size, reduced batch size.
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MODELS

Flowchart

model0
IMG: 224x224
BS: 256
OS: N/A

model3
IMG: 320x320
BS: 128
OS: 0.10

model6
IMG: 384x384
BS: 80
OS: 0.10

model5
IMG: 320x320
BS: 128
OS: 0.15

model7
IMG: 512x512
BS: 48
OS: 0.10
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Flowchart of training and prediction. A 
total of three stage trainings were 
conducted to create the models. The 
four models circled in gray were used 
for the final prediction. To obtain the 
final prediction, the predictions of the
models were averaged and post-
processed.

Conclusion
We utilized stage training, dividing the learning process into multi-stages. By using a 

smaller image size and a larger batch size in the first stage, we were able to optimize 
the learning efficiency. In the second stage, we achieved performance equivalent to 
training with a larger image size from the start. This method has been confirmed to 
be effective for nearly all labels within long-tailed data.

COMPARISON

All models used EfficientNetV2-S as the backbone [1]. The training stages are 
indicated by the "Stage" column. Pre-trained weights for stage 1 models come from 
ImageNet [2], while stage 2 used either model0 or model1. The "OS-threshold" 
column shows the threshold for oversampling, with "N/A" meaning no oversampling. 
"Val mAP" and "Dev mAP" represent the mean average precision (mAP) on validation 
and development data, respectively. Four models in bold were used in the ensemble.

The graph displays loss function curves for training 
and validation, with a separate mAP curve for 
validation data. The first stage, up to the 30th epoch, 
used two settings: "image 224x224, batch 256" and 
"image 320x320, batch 128". The second stage, up to 
the 60th epoch, standardized both experiments to 
"image 320x320, batch 128". 
At the start of stage2, the optimizer and scheduler 

were reset, therefore both loss and mAP showed a 
temporary deterioration. Under both settings, the 
final loss and mAP were almost equal.

RESULT
The table shows the AP for each 

label and the mAP (Development / 
Test data). The AP that achieved the 
best performance up to that point is 
highlighted in bold. The second 
stage training improved the APs of 
almost all labels. The post-
processing used the view position in 
the same study and unifies the 
prediction of PA or AP images. The 
post-processing and ensemble 
(averaging multi predictions) 
improve the APs remarkably.
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